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Abstract. Big Data technologies are changing the traditional technology do-

mains and their successful use will require new security models and new securi-

ty design approaches to address emerging security challenges. This paper in-

tends to provide initial analysis of the security issues and challenges in Big Data 

and map new challenges and problems to the traditional security domains and 

technologies. The paper starts with the Big Data definition and discusses the 

features that impact the most the Big Data security, such as Veracity, Volume, 

Variety, and dynamicity. The paper analyses the paradigm change and new 

challenges to Big Data security. The paper refers to the generic Scientific Data 

Infrastructure (SDI) model and discusses security services related to the pro-

posed Federated Access and Delivery Infrastructure (FADI) that serves as an in-

tegration layer for potentially multi-provider multi-domain federated project 

oriented services infrastructure. The paper provides suggestions for practical 

implementation of such important security infrastructure components as feder-

ated access control and identity management, fine-grained data-centric access 

control policies, and the Dynamic Infrastructure Trust Bootstrap Protocol 

(DITBP) that allows deploying trusted remote virtualised data processing envi-

ronment. The paper refers to the past and ongoing project experience by authors 

and discusses how this experience can be consolidated to address new Big Data 

security challenges identified in this paper. 

Keywords: Big Data Security, Federated Access and Delivery Infrastructure 

(FADI), Trusted Virtualised Environment, Cloud Infrastructure Services. 

1 Introduction 

Big Data and Data Intensive technologies are becoming a new technology trend in 

science, industry and business [1, 2, 3]. Big Data are becoming related to almost all 

aspects of human activity from just recording events to research, design, production 

and digital services or products delivery, to the final consumer. Current technologies 
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such as Cloud Computing and ubiquitous network connectivity provide a platform for 

automation of all processes in data collection, storing, processing and visualization. 

Consequently, emerging data intensive technologies impose new challenges to tradi-

tional security technologies that may require re-thinking and re-factoring currently 

used security models and tools. 

In e-Science and industry, the scientific data and technological data are complex 

multifaceted objects with the complex internal relations and typically distributed be-

tween different systems and locations. They are becoming an infrastructure of their 

own and need to be supported by corresponding physical or logical infrastructures to 

store, access, process and manage these data. We refer to such infrastructure as Scien-

tific Data Infrastructure (SDI) or Big Data Infrastructure (BDI) in general. We argue 

that both SDI and BDI should provide capabilities to support collaborative groups of 

researchers or technologists due to complex character of the research projects or pro-

duction processes.  

The goal of this paper is to understand the main features, trends and new possibili-

ties in Big Data technologies development, identify the security issues and problems 

related to the specific Big Data properties, and based on this to review existing securi-

ty models and tools and evaluate their potentiality to be used with Big Data technolo-

gies.  

There is no well-established terminology in the area of Big Data. Expectedly this 

problem will be solved by the recently established NIST Big Data Working Group 

[4]. In this paper we primarily focus on the security issues related to Big Data and in 

many case use terms Big Data technologies, Data Intensive Technologies and Big 

Data Science as interchangeable depending on the context.  

The authors made an initial attempt in their recent papers [5, 6] to summarise relat-

ed Big Data discussions and provide a definition of the 5V of Big Data: Volume, Ve-

locity, Variety, Value, and Veracity, as the main properties of the Big Data that create 

a challenge to modern technologies. In this paper we continue with the Big Data defi-

nition and primarily focus on the security related aspects.  

The paper is organised as follows. Section 2 looks into Big Data definition and Big 

Data nature in science, industry, and business, analyses factors that impact security. 

Section 3 gives a short overview of related research and developments. Section IV 

discusses security challenges to Big Data infrastructure and Big Data challenges to 

traditional security models. Section 4 discusses paradigm shift in Big Data security 

and new challenges to be addressed. Section 5 briefly discussed data management and 

proposes the Scientific Data Lifecycle Management model, identifies security and 

trust related issues in handling data, and summarises the general requirements and 

design suggestions for cloud based Big Data security infrastructure. Section 6 dis-

cusses the main components of the consistent cloud based security infrastructure for 

Big Data: Federated Access and Delivery Infrastructure, fine granular data centric 

policy definition, and Virtual Infrastructure Trust Bootstrapping protocol. Section 7 

provides suggestions for the future research and developments. 



2 Big Data Definition and Security Properties 

2.1 Big Data Nature in e-Science, Industry and Business 

We observe that Big Data “revolution” is happening in different human activity do-

mains empowered by significant growth of the computer power, ubiquitous availabil-

ity of computing and storage resources, increase of digital content production. To 

show the specifics of Big Data properties and use, we can distinguish the following 

Big Data domains: e-Science/research, industry, and business, leaving analysis of 

other domains for future research.  

Science has been traditionally dealing with challenges to handle large volume of 

data in complex scientific research experiments, involving also wide cooperation 

among distributed groups of individual scientists and research organizations. Scien-

tific research typically includes collection of data in passive observation or active 

experiments which aim to verify one or another scientific hypothesis. Scientific re-

search and discovery methods are typically based on the initial hypothesis and a mod-

el which can be refined based on the collected data. The refined model may lead to a 

new more advanced and precise experiment and/or the previous data re-evaluation. 

The future SDI/BDI needs to support all data handling operations and processes 

providing also access to data and to facilities to collaborating researchers. Besides 

traditional access control and data security issues, security services need to ensure 

secure and trusted environment for researcher to conduct their research.  

Big Data in industry are related to controlling complex technological processes and 

objects or facilities. Modern computer-aided manufacturing produces huge amount of 

data which are in general need to be stored or retained to allow effective quality con-

trol or diagnostics in case of failure or crash. Similarly to e-Science, in many industri-

al applications/scenarios there is a need for collaboration or interaction of many 

workers and technologists.  

In business, private companies will not typically share data or expertise. When 

dealing with data, companies will intend always to keep control over their information 

assets. They may use shared third party facilities, like clouds or specialists instru-

ments, but special measures need to be taken to ensure workspace safety and data 

protection, including input/output data sanitization.  

With the digital technologies proliferation into all aspects of business activities, the 

industry and business are entering a new playground where they need to use scientific 

methods to benefit from the new opportunities to collect and mine data for desirable 

information, such as market prediction, customer behavior predictions, social groups 

activity predictions, etc. Refer to numerous blog articles [3, 7, 8] suggesting that the 

Big Data technologies need to adopt scientific discovery methods that include itera-

tive model improvement and collection of improved data, re-use of collected data 

with improved model. 

2.2 5 Vs of Big Data and Data Veracity 

Despite the “Big Data” became a new buzz-word, there is no consistent definition for 

Big Data, nor detailed analysis of this new emerging technology. Most discussions are 



going now in blogosphere where active contributors have generally converged on the 

most important features and incentives of the Big Data [2, 8, 9, 10]. In our recent 

paper [6] we summarised existing definitions and proposed a consolidated view on the 

generic Big Data features that was used to define the general requirements to Scien-

tific Data Infrastructure. In this paper we provide a short summary and discuss the 

main Big Data properties that impose new security challenges.  

For the completeness of the discussion, we quote here the IDC definition of Big 

Data (rather strict and conservative): "A new generation of technologies and architec-

tures designed to economically extract value from very large volumes of a wide varie-

ty of data by enabling high-velocity capture, discovery, and/or analysis" [10]. It can 

be complemented more simple definition from [11]: “Big Data: a massive volume of 

both structured and unstructured data that is so large that it's difficult to process using 

traditional database and software techniques.” This is also in accordance with the 

definition given by Jim Gray in his seminal book [12]. 

We refer to the Big Data definition proposed in our recent paper [6] as having the 

following 5V properties: Volume, Velocity, Variety, Value, and Veracity, as illustrat-

ed in Figure 1. We also highlight the security related properties Veracity, Variety and 

Volume (by the density of the property representing circles). 

 

 
Figure 1. 5 Vs of Big Data and security related properties of Veracity, Variety, and Volume. 

1) Veracity 

Veracity property of Big Data is directly related to the Big Data security and in-

cludes two aspects: data consistency (or certainty) what can be defined by their statis-

tical reliability; and data trustworthiness that is defined by a number of factors includ-

ing data origin, collection and processing methods, including trusted infrastructure 

and facility. 



Big Data veracity ensures that the data used are trusted, authentic and protected 

from unauthorised access and modification. The data must be secured during the 

whole their lifecycle from collection from trusted sources to processing on trusted 

compute facilities and storage on protected and trusted storage facilities.  

The following aspects define and need to be addressed to ensure data veracity: 

 Integrity of data and linked data (e.g., for complex hierarchical data, distributed 

data with linked metadata) 

 Data authenticity and (trusted) origin  

 Identification of both data and source 

 Computer and storage platform trustworthiness 

 Availability and timeliness 

 Accountability and Reputation 

Data veracity relies entirely on the security infrastructure deployed and available 

from the Big Data infrastructure. Data provenance is an important mechanism to en-

sure data Veracity. 

2) Other impact factors: Volume, Variety and Dynamicity 

Security and privacy issues are magnified by volume, variety, and Big Data dy-

namicity (or variability). The latter is originated from the fact that data change their 

structure, model, content, and may migrate between datacenters and clouds during 

their lifecycle. 

Volume as the main generic feature of the Big Data provides also challenges to 

current security technologies that need to scale the size of Big Data, also taking into 

account their distributed character.  

Dynamicity and data linkage are the two other factors that reflect changing or 

evolving character of data and need to keep their linkage during the whole their 

lifecycle. This will require scalable provenance models and tools incorporating also 

data integrity and confidentiality. 

3 Related Research and Developments  

There is not much academic works on Big Data security. The research community 

currently is in the process of identifying the potential research areas. However, many 

new research works that attempt to review the very basic security concepts and mod-

els can be potentially extended to the Big Data related challenges and problems. 

First serious attempts of tackling this problem have been undertaken by the NIST 

by organising the two workshops in 2012 and 2013 related to Big Data [13] and estab-

lishing the Big Data Working Group [4] in July 2013. The Cloud Security Alliance 

(CSA) has established in 2012 the Big Data Security Working Group [14].  

3.1 CSA Top Ten 

Recently the CSA Big Data Security WG has published its first deliverable “Top Ten 

Big Data Security and Privacy Challenges” [15]. The document provides a good in-

sight and initial identification of such challenges but they are clearly defined from the 

point of view of the Information Security and Service Management and don’t touch 



security design issues. In our research and in this paper, we approach the Big Data 

Security problem from the Security Engineering point of view, providing also analysis 

of existing security technologies and their applicability and required modification to 

support Big Data infrastructure and processes.  

We find  useful to provide a short summary of the CSA Top Ten (refer to the origi-

nal document [15] for  details). We group them into few clusters: 

A. Infrastructure security 

1) Secure computations in distributed programming frameworks  

2) Security best practices for non-relational data stores 

3) Secure data storage and transactions logs 

4) End-point input validation/filtering 

B. Access control and policy 

5) Granular access control and data centric access policies 

6) Cryptographically enforced access control and secure communication 

C. Data Management 

7) Real-time security/compliance monitoring 

8) Granular audits 

9) Data provenance 

D. Privacy and Confidentiality 

10) Scalable and composable privacy-preserving data mining and analytics 

In this paper, we will discuss different aspects of securing Big Data, identify new 

security challenges and propose generic security mechanisms to address these chal-

lenges.  

3.2 Related Security Research 

Most of currently used security models, services and mechanisms have been devel-

oped for host based, client/server, or service oriented models. Big Data have their 

specific security requirements, new business models and actors with different rela-

tions, and also global scalability character. All this will motivate changing current 

security services and development of new models and services. For the related re-

search, besides specifically dealing with the Big Data security, we can look also at the 

recent research that attempt to respond to the changing landscape of the services and 

technologies with emerging global computing environment, ubiquitous connectivity 

and proliferation of personal devices, and growth of data centric applications, in par-

ticular in healthcare, behavioral and bio-science.  

We found a number of interesting conceptual and innovative papers presented at 

the New Security Paradigms Workshop in the past 3 years. In particular, paper [16] 

looks at a new “clean slate” approach to the security problems originated from the 

healthcare that currently becomes increasingly computerized and data intensive. The 

healthcare use case can be one of reference cases to solve the whole bunch of the data 

protection related problems. Paper [17] analyses the VM and services virtualization 

based security models and evaluate their effectiveness. Paper [18] looks at the privacy 

as a process and attempts to provide a theoretical basis for new/future Privacy En-

hancing Technologies (PET). 



We can also refer to the related work presented at the SDM12 workshop. Paper 

[19] proposes an approach to build a trustworthy cloud platform motivated by the 

specific requirements from the healthcare applications to the trustworthiness of the 

healthcare platforms. The proposed solution is based on using federated cloud-of-

cloud architecture to enforce common security and data protection policies in various 

cloud layers. Paper [20] discusses new provenance models for complex multi-source 

Web 2.0 data that similar to Big Data can evolve with time. 

We find appropriate also to refer to our past works that attempted to review and re-

factor different key security problems related to Grid security [21] and cloud security 

[22]. 

4 Paradigm Shift and New Challenges 

4.1 Paradigm Shift to Data Centric Security 

Traditional security models are OS/system based and host/service centric what means 

the security is either communication protocols based or ensured by the system/OS 

based security services. The security and administrative domains are the key concepts, 

around which the security services and protocols are built. A domain provides a con-

text for establishing security context and trust relation. This creates a number of prob-

lems when data (payload or session context) are moved from one system to another or 

between domains. 

Big Data will require different data centric security protocols, especially in the sit-

uation that the object or event related data will go through a number of transfor-

mations and become even more distributed, between traditional security domains. The 

same relates to the current federated access control model that is based on the cross 

administrative and security domains identities and policy management. Keeping secu-

rity context and semantic integrity, to support data provenance in particular, will re-

quire additional research.  

The following are additional factors that will create new challenges and motivate 

security paradigms change in Big Data security: 

 Virtualization: can improve security of data processing environment but cannot 

solve data security “in rest”. 

 Mobility of the different components of the typical data infrastructure: sensors or 

data source, data consumer, and data themselves (original data and 

staged/evolutional data). This in its own cause the following problems 

o On-demand infrastructure services provisioning 

o Inter-domain context communication 

 Big Data aggregation that may involve data from different administrative/logical 

domains and evolutionally changing data structures (also semantically different).  

 Policy granularity: Big Data may have complex structure and require different 

and high-granular policies for their access control and handling.  



4.2 Trusted Virtualisation Platforms  

In many cases the companies or users need to store or process their data on the pro-

vider facilities in the environment that is not under their control. In most cases they 

can rely on the provider’s business practices but in some cases, both commercially 

and privacy sensitive, this is not sufficient. Virtualisation technologies enhanced with 

the trusted computing technologies can potentially provide a basis for developing 

proper solutions here. 

Traditional secure virtualization models are domain and host based. Advancements 

in services virtualisation (e.g. using Java service container [23]) and developments of 

the wide scale cloud virtualization platforms [24] provide a sufficiently secure envi-

ronment for runtime processes but still rely on the trusted hardware and virtualiza-

tion/hypervisor platform. To address key data-centric (and ownership based) security 

model it needs to be empowered with the Trusted Computing Platform security mech-

anisms, in particular, implementing the remote platform trust bootstrapping protocol. 

We discuss such possible solution in section 6. 

4.3 Data ownership 

Data ownership will become one of the important concepts in data management and 

policy definition. Data ownership concept is widely discussed in the context of data 

governance and personal data protection [25], but there is no well-defined mecha-

nisms to enforce data ownership related policies in the distributed data processing 

environment. Data centric ownership model is a cross-domain and needs to span the 

whole data lifecycle. In this respect it is different from the current facility ownership 

concept in IT, telecommunications and clouds, which is rather provider and domain 

based. Data ownership is linked to individual or organisational ownership and will 

affect many currently used security concepts such as identity centric access control 

and delegation (like implemented in the Auth2.0 protocol [26]), user centric federa-

tion and trust model, identity based trust model and data protection mechanisms, data 

verifiability/audibility.  

Federated security models need to adopt the data ownership concept and allow 

building data centric cross-domains federations. It is also understood that data owner-

ship will impact data provenance and lifecycle management model. 

4.4 Personal Information, Privacy and Opacity 

Modern services and infrastructure supporting social networks and human activity are 

tending to be of the scale of humanity, i.e. scaling world-wide (like Facebook) or 

targeting to support the knowledge base of the whole humanity (like Wikipedia). 

Their notion of Big Data actually means “ALL (relevant) data”. Such systems are 

unavoidably dealing with the personal identifiable information, despite using existing 

techniques for information de-identification and anonymisation. 

Lot of information can be collected about individuals and privacy protection con-

cerns are known in this area. Big Data will motivate developments of the new privacy 

protection models in this area. Acknowledging general requirement to protect privacy 



and personal data, we still think that existing privacy concepts and PET models will 

change with the Big Data technologies development and proliferation. 

Healthcare system, governmental systems, defense and law enforcement systems 

will increasingly collect more and more information about individuals. In many cases 

such information is vitally important for health, life and security. On the other hand, 

business and service industry will also increasingly collect more information than it is 

needed to conduct their main business. With modern analytics tool, additional not 

intended personal information can be extracted from such datasets/collections by link-

ing different datasets and/or applying behavioral analysis.  

There is another aspect of the confidentiality or privacy when providing shared da-

tasets services which we define as opacity.  The researchers who are in many cases 

doing competitive research on the shared datasets and/or facilities,like in case of the 

genome research or LHC experiment, need to trust that their activity (in particular 

data accessed or applications used) is not tracked and cannot be seen by other compet-

itors. The computing facilities need to make the individual activity opaque although 

retaining the possibility for data provenance and audit.  

5 Security Infrastructure for Big Data 

5.1 Scientific Data Lifecycle Management (SDLM) 

In Big Data, security needs to be provided consistently during the whole data lifecy-

cle. The generic data lifecycle includes at least the following stages: data acquisi-

tion/collection; filtering and classification; processing and analytics; visualization and 

delivery.  

The scientific data lifecycle is more complex and includes a number of consequent 

stages: research project or experiment planning; data collection; data processing; pub-

lishing research results; discussion, feedback; archiving (or discarding). 

The required new approach to data management and handling in e-Science is re-

flected in the proposed by the authors the Scientific Data Lifecycle Management 

(SDLM) model [6, 27], (see Figure 2). The SDLM incorporates both the existing 

practices researched in [28] and current trends in the Data Intensive Science.  
 

 
Figure 2. Scientific Data Lifecycle Management in e-Science 



The new SDLM requires data storage and preservation at all stages what should al-

low data re-use/re-purposing and secondary research on the processed data and pub-

lished results. However, this is possible only if the full data identification, cross-

reference and linkage are implemented in SDI.  

Capturing information about the processes involved in transformation from raw da-

ta up until the generation of published data becomes an important aspect of scientific 

data management. Scientific data provenance becomes an issue that also needs to be 

taken into consideration by SDI providers [29].   

Another factor that will define the SDLM and SDI requirements is the European 

Commission’s initiative to support Open Access [30] to scientific data from publicly 

funded projects suggests introduction of the following mechanisms to allow linking 

publications and data: persistent data ID (PDI) [31], and Open Researcher and Con-

tributor Identifier (ORCID) [32]. 
Data integrity, access control and accountability must be supported during the 

whole data during lifecycle. Data curation is an important component of the discussed 
SDLM and must also be done in a secure and trustworthy way. 

5.2 Security and Trust in Cloud based Infrastructure 

Ensuring data veracity in Big Data infrastructure and applications requires deeper 

analysis of all factors affecting data security and trustworthiness during their whole 

lifecycle. Figure 3 illustrates the main actors and their relations when processing data 

on remote system. User/customer and service provider are the two actors concerned 

with their own data/content security and each other system/platform trustworthiness: 

users want to be sure that their data are secure when processed or stored on the remote 

system.  

Figure 3 illustrates the complexity of trust and security relations even in a simple 

usecase of the direct user/provider interaction. In clouds data security and trust model 

needs to be extended to distributed, multi-domain and multi-provider environment.  

 

 
Figure 3. Security and Trust in Data Services and Infrastructure. 



5.3 General Requirements to Security Infrastructure 

To support secure data processing, the future SDI/BDI should be supported by an 

corresponding security infrastructure that would ensure normal infrastructure opera-

tion, assets and information protection, and allow user identification/authentication 

and policy enforcement in distributed multi-organisational environment.  

Moving to Open Access [30] may require partial change of business practices of 

currently existing scientific information repositories and libraries, and consequently 

the future Access Control and Accounting Infrastructure (ACAI) should allow such 

transition and fine grained access control and flexible policy definition and control. 

Taking into account that future SDI/BDI should support the whole data lifecycle 

and explore the benefit of the data storage/preservation, aggregation and provenance 

in a large scale and during long/unlimited period of time, the future ACAI should also 

support all stages of the data lifecycle, including policy attachment to data to ensure 

persistency of the data policy enforcement during continuous online and offline pro-

cesses [33]. 

The required ACAI should support the following features: 

 Empower researchers (and make them trust) to do their data processing on shared 

facilities of large datacentres with guaranteed data and information security  

 Motivate/ensure researchers to share/open their research environment to other 

researchers by providing tools for instantiation of customised pre-configured in-

frastructures to allow other researchers to work with existing or own data sets. 

 Protect data policy, ownership, linkage (with other data sets and newly produced 

scientific/research data), when providing (long term) data archiving. (Data 

preservation technologies should themselves ensure data readability and accessi-

bility with the changing technologies). 

6 SDI/BDI Security Infrastructure Components 

6.1 Federated Access and Delivery Infrastructure (FADI) 

In [6] we proposed the generic SDI Architecture model for e-Science (e-SDI) that 

contains the following layers: 

Layer D6: User side and campus based services that may include user portals, identi-

ty management services and also visualization facilities. 

Layer D5: Federated Access and Delivery Infrastructure (FADI) that interconnects 

Federation and Policy layer that includes federation infrastructure components, in-

cluding policy and collaborative user groups support functionality. 

Layer D4: (Shared) Scientific platforms and instruments (including potentially dis-

tributed/global sensor network) specific for different research areas that also include 

high performance clusters for Big Data analytics and shared datasets. 

Layer D3: Infrastructure virtualisation layer that is represented by the Cloud/Grid 

infrastructure services and middleware supporting specialised scientific platforms 

deployment and operation 

Layer D2: Datacenters and computing resources/facilities 



Layer D1: Network infrastructure layer represented by the general purpose Internet 

infrastructure and dedicated network infrastructure 

Note: “D” prefix denotes relation to data infrastructure. 

The proposed SDI reflects the main components required to process, consume and 

manage data and can easily adopted to the general Big Data Infrastructure.  

Modern cloud technologies provide a proper basis for implementing SDI/BDI, in 

particular for Layer D3 and Layer D4 that correspondingly provide the general infra-

structure virtualization platform and shared scientific platform and instruments that 

typically provide services on-demand for dynamically created virtual groups of users, 

also called Virtual Organisations. The main efforts to create and operate infrastructure 

for specific scientific projects will be put into the Layer D5 Federated Access and 

Delivery Infrastructure (FADI).  

When implemented in clouds, the FADI and SDI in general may involve multiple 

providers and both cloud and non-cloud based infrastructure components. Our vision 

and intention is to use for this purpose the general Intercloud Architecture Framework 

(ICAF) proposed in our works [34]. ICAF provides a common basis for building 

adaptive and on-demand provisioned multi-provider cloud based services.  

Figure 4 illustrates the general architecture and the main components of the FADI 

(that corresponds to the ICAF Access and Delivery Layer C5) that includes infrastruc-

ture components to support inter-cloud federations services such as Cloud Service 

Brokers, Trust Brokers, and Federated Identity Provider. Each service/cloud domain 

contains an Identity Provider IDP, Authentication, Authorisation, Accounting (AAA) 

service and service gateway that typically communicates with other domains. 

 

 
 

Figure 4. Federated Access and Delivery Infrastructure (FADI) 
 

FADI incorporates related federated infrastructure management and access tech-
nologies [34, 35, 36]. Using federation model for integrating multi-provider heteroge-
neous services and resources reflects current practice in building and managing com-



plex infrastructures (SDI and enterprise infrastructures) and allows for iner-
organisational resource sharing. 

6.2 Data Centric Access Control  

SDI/BDI will incorporate standards and if needed advance access control services and 

mechanisms at the level of FADI and users/services level. However consistent data 

centric security and access control will require solving the following problems:   

 Fine-granular access control policies. 

 Encryption enforced attribute based access control 

Depending on the data type and format, the two basic access control and policy 

models can be defined: resource and/or document based access control, including 

intra document; and cell or record based access control for data stored in databases. 

We identify XACML policy language as appropriate for document/intra-document 

access control. For databases we need to combine their native access control mecha-

nisms and general document based access control.  

1) XACML policies for fine granular access control 

The policies for data centric access control model should provide the fine-grained 

authorization features, based not only on the request context attributes such as sub-

jects/users, data identifiers, actions or lifetimes, but also on the structured data con-

tent. A prospective direction is to design and apply attribute based access control 

mechanisms with policies incorporate along with data granularity. Such policies may 

contain complex logic expressions of attributes. Based on input attribute values from 

users, their queries could return either authorized data or errors. In this respect, man-

aging SDI/BDI big data using attribute-based policy languages like XACML is appli-

cable. However, for large documents or complex data structures XACML policies 

evaluation may create a significant performance overhead.  

We refer to our experience in developing Dynamically provisioned Access Control 

Infrastructure (DACI) for complex infrastructure services and resources [22, 37]. It 

uses advanced features of the XACML based policies that allow describing access 

control rules for complex multi-domain resources, including domain, session context, 

multi-domain identity and trust delegation [38, 39, 40]. The proposed in [41] the Mul-

ti-data-types Interval Decision Diagrams (MIDD) policy decision request evaluation 

method allows for significant performance gain for massively large policy sets. 

2) Access control in NoSQL databases 

The popular NoSQL databases for structured data storage MongoDB [42], Cassan-

dra [43], Accumulo [44] provide different levels of security and access control. Most 

of them have coarse-grain authorization features, both on user management and on 

protected data granularity like table-level or row-level security. Accumulo [44] pro-

vides the most advanced features to allow cell-level security with which accesses 

from keys to values are only granted when the submitted attributes satisfy predefined 

Boolean expressions provided as a security label of the cell key index. However, the 

current policy language in Accumulo is at early development stage and lacks of fea-

tures for distributed, multi-domains environments. 



3) Encryption enforced access control 

Described above solutions are capable to address majority of the problems for data 

access, transfer and processing stages, however data in-rest when stored on remote 

facilities may remain unprotected. The solution to this problem can be found with 

using the encryption enhanced access control policies that in addition to the traditional 

access control, use also attributes based encryption [45, 46] to allow data decryption 

only to the targeted subject or attribute owner. We admit such approach as potentially 

effective and applicable to many data protection use cases in Big Data, in particular, 

healthcare or targeted broadcast of streaming data that make take place when using 

distributed sensor networks. 

6.3 Trusted Infrastructure Bootstrapping Protocol 

To address the issues with creating trusted remote/distributed environment for pro-

cessing sensitive data, in our earlier papers [47, 48] we proposed a generic Dynamic 

Infrastructure Trust Bootstrapping Protocol (DITBP). This includes supporting mech-

anisms and infrastructure that takes advantage of the TCG Reference Architecture 

(TCGRA) and Trusted Platform Module (TPM) [49, 50]. The TPM is used to provide 

a root of trust that extends from the physical hardware itself, and to generate a key 

pair in hardware where the private key is never revealed (i.e. non-migratable).  

There are four functional components to support the bootstrapping process:  

Domain Authentication Server (DAS) provides a trusted root for the third party’s 

domain.  

Bootstrap Initiator (BI) is the application that is transferred to the remote machine in 

order to confirm the machine’s status before any infrastructure or software is de-

ployed.  

Bootstrap Requester (BREQ) is a client application that runs on the machine respon-

sible for provisioning remote infrastructure. It communicates with its counterpart on 

the remote machine and handles the first/initial stage of the bootstrapping process.  

Bootstrap Responder (BRES) is the counterpart server application. It is responsible 

for authenticating the machine to a remote client and verifying that the client is au-

thorized to bootstrap the machine. Once each end point has been authenticated, the 

BRES will receive, decrypt and decompress the payload sent by the client.  

The bootstrapping process includes the following 4 steps:  

1) Initially the BRES on the target machine, registers and authenticates itself with 

the DAS. This done over a TCP connection. Hardware based keys from the TPM are 

used to authenticate the instance and complete the handshake. Key data is then signed 

and stored on the DAS.  
2) When the BREQ needs to authenticate a target machine, it connects to the DAS and 
authenticates itself. This authentication could be simple user and password based au-
thentication, or could also involve security tokens or pre-shared certificates and keys.  

3) After authentication, the DAS provides the BREQ with the certificates and keys 

for the target machine. The BREQ then constructs a bootstrapping request with an 

encrypted payload containing the Bootstrap Initiator (BI), secured using the provided 

credentials. This requests is then sent to the DAS over the same authenticated TCP 



channel. The DAS then signs and forwards the request with the encrypted payload to 

the BRES. 

4) As the payload is encrypted with the target machines public key / certificate 

which is tied to the TPM (non-migratable keypair), only the target machine is able to 

decrypt the payload. Once decrypted, the BRES executes the BI and hands control 

over to it. The BI can effectively execute any code on the machine and thus can verify 

that the machine and the platform are as expected and as required. Once complete, the 

BI can then download the infrastructure payload (this would be implementation spe-

cific) and can then execute it and hand over control to the framework. 

A prototype implementation of the BREQ and BRES is called Yin and Yang and 

described in [48]. The NodeJS and SocketIO libraries, provide a two-way message 

framework that allows the focus to remain on the message content and their structure. 

NodeJS has bindings for NaCl which provide a range of cryptographic functions. At 

present there is no native binding for TPM functionality, however initially software 

generated keys and certificates can be exchanged for developing and verifying the 

protocol. 

7 Future Research and Development 

The authors will continue their research to understand the new challenges and re-

quired solutions for Big Data infrastructure and applications. The future research and 

development will include further enhancement of the Big Data definition. This should 

provide a better basis for proposing a consistent Big Data security model and architec-

ture addressing identified security challenges presented in this paper. At this stage we 

tried to review existing security technologies, own experience and consolidate them 

around the main security problems in Big Data such as providing trusted virtualized 

environment for data processing and storing, fine granular access control, and general 

infrastructure security for scientific and general Big Data applications. 

The authors will also continue working on the data centric and user centric security 

models that should also incorporate new Big Data properties such as data ownership. 

A number of technical security problems will arise with the implementation of persis-

tent data and researcher identifiers (PID and ORCID), as required by the new EC 

initiative, and related privacy and provenance issues.  

As a part of the general infrastructure research we will continue research on the in-

frastructure issues in Big Data targeting more detailed and technology oriented defini-

tion of SDI and related security infrastructure definition. Special attention will be 

given to defining the whole cycle of the provisioning SDI services on-demand, specif-

ically tailored to support instant scientific workflows using cloud IaaS and PaaS plat-

forms. This research will be also supported by development of the corresponding 

Cloud and InterCloud architecture framework to support the Big Data e-Science pro-

cesses and infrastructure operation. 

The authors will look also at the possibility to contribute to the standardisation ac-

tivity at the Research Data Alliance (RDA) [51] and recently established NIST Big 

Data Working Group [4].  
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